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Abstract. Computational finance is one of the fields where machine learning
and data mining have found in recent years a large application. Neverthless, there
are still many open issues regarding the predictability of the stock market, and
the possibility to build an automatic intelligent trader able to make forecasts on
stock prices, and to develop a profitable trading strategy. In this paper, we propose
an automatic trading strategy based on support vector machines, which employs
recall-precision curves in order to allow a buying action for the trader only when
the confidence of the prediction is high. We present an extensive experimental
evaluation which compares our trader with several classic competitors.

1 Introduction

How far is the time when most of the trading volume in financial markets will
come from intelligent and automated trading strategies rather than by human in-
teraction? And how is actually complex to build a financial strategy that can oper-
ate autonomously in the market? Research now provides several tools to approach
the problem. In particular, in this paper, we use the basic concepts underlying
computational finance and algorithmic trading, with the purpose of predicting the
behavior of the market and of developing an intelligent trading strategy, really ca-
pable of directly operating on the market, and completely independent of human
intervention.
In recent years, there has been a tremendous growth in the field of computa-
tional finance [9], with the rise of a wide variety of different automatic intelligent
strategies, based on data mining and machine learning techinques. This spread
of interest has been mainly due to the growing availability of data coming from
the World Wide Web: nowadays, huge data flows have become accessible every
day from all the stock markets around the world, and computational intelligence
techniques have been increasingly employed to process and analyze stock prices
and trading patterns.
One of the main goals of computational finance is to predict the evolution of the
stock market, given observations of its past behavior. An example is given by
forecasting the trend of a stock price: given a price time series Xt = {x1, . . . ,xt}
the aim is to predict some property of the series at t +∆ , and use such prediction
to build an automatic trading strategy. When ∆ is within the order of minutes or
hours, we talk of intra-day predictions, which will be the main object of inves-
tigation of this paper. Short-term prediction methods are the ones which in the
last years have received most of the attention [7], and many different algorithms



have been proposed, using several machine learning or statistical techniques, in-
cluding artificial neural networks, support vector machines, volatility models and
many others. Typical applications of such predictors include regression (e.g., pre-
dict the future price of a stock) or classification tasks (e.g., predict the trend of a
stock in the forthcoming minutes/hours). Neverthless, most of the literature lacks
an accurate experimental evaluation of the proposed algorithms: sometimes only
the accuracy of the predictor is measured, but no concrete analysis of the trad-
ing strategy is performed, too often commissions are not taken into account, and
finally only few works directly compare intelligent traders with trivial strategies
such as Buy and Hold. For these reasons, it is still an open question to infer at
what extent is the stock market predictable: such question boils down to facing
what is called the random walk hypothesis for the stock market, which states that
no better estimate than the current price can be given for the future price of a
given stock [4].
In this paper, we present an automatic intelligent trading system which uses sup-
port vector machines to identify the stocks to buy, while employing a sophis-
ticated technique based on recall-precision curves in order to filter predictions,
maintaining a higher level of confidence. In the following sections of the pa-
per, we first tackle some questions regarding the general implementation of an
automatic trading agent, then we describe our model based on support vector
machines, and finally give an extensive experimental evaluation of our trader, in
comparison with other classic approaches.

2 Limitations of automatic intelligent traders

Differently from many other contexts, in financial time series forecasting some
characteristics of the domain should be taken into account when building a ma-
chine learning predictor and therefore also an intelligent trader. In this work, we
use support vector machines (SVMs) to predict whether a certain stock will rise
more than a certain amount within a short horizon (e.g., a few hours). The ob-
served past time series is used to build the input features for the classifier. In
our preliminary experiments we aimed at answering several questions, which are
fundamental in order to create an accurate model.

1. Do larger training sets always improve SVM performance ?
2. Do performance degrade over days/weeks/months of prediction, if the pre-

dictive model is kept fixed ?
3. At what extent is the stock market really predictable ?

2.1 Training set dimension

Machine learning algorithms typically take advantage of large training sets to
reduce their approximation error. Yet, in the case of time series forecasting, if
the training data is too distant in the past from the current prediction time, the
effect of a larger training set does not necessarily reflect in an improvement in
the performance of the predictor. Figure 1(a) shows the precision of an SVM
classifier – which employes the past time series as input features – as a function
of the training set dimension, keeping the test set fixed. In this case, the binary
classification task consists in predicting (positive class) whether the stock AIG
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Fig. 1. Left: learning curve as a function of training set dimension. Right: learning curve as a
function of test set distribution drift.

(American International Group, NYSE) will gain at least 0.5% in the forthcoming
60 minutes: the test set consists of one whole week of data, with samples taken
every 30 seconds, and the predictor is asked to make a prediction for each new
sample. The time series made of the previous 60 samples is used as feature vector.
It is clear from the graph that, after a certain period during which the precision of
the predictor increases while growing the training set, then the performance starts
degrading. It should also be noticed that we report the precision of the predictor
(false positives ratio), which is always under 50 %: as it will be discussed in the
following subsections, this somehow confirms the great difficulty of the task. The
key idea of our SVM-based trader will be that of filtering the predictions, with
the goal of maintaining a higher level of precision.

2.2 Test set horizon

Similarly to the previous case, in this second experiment we want to observe how
the performance of a predictor behaves over a long test period, this time maintain-
ing a fixed training set: this should give the idea of how often predictors should be
updated in order to keep always a fresh and ready-to-use model. Figure 1 confirms
that the performance degrades very quickly, suggesting that the models should
be re-trained as often as possible. This phenomenon is well known in statistics
and machine learning, and is called distribution drift or covariate shift [8]. When
dealing with data coming from a distribution which changes over time, the perfor-
mance of a predictor strongly depends on the temporal distance between training
and test examples: for this reason, periodically re-training the models is a key
strategy in order to get an accurate and updated forecasting system.

2.3 Stock market predictability

One of the main criticisms which are moved with regards to computational fi-
nance is that the stock market follows the random walk theory (RWT) and is
actually not predictable [4]. The RWT comes as an interpretation of the efficient
market hypothesis, and states that in an efficient market, on average, the infor-
mation is instantly absorbed by the prices, and consequently the time-series of



prices has no memory. According to our experiments, this is partially true. In
fact, if an SVM is trained to predict the future price of a stock (either with a re-
gression or a classification task) at any time, such predictor will not behave better
than a random walk classifier, on average. On the other hand, this does not ex-
clude the possibility that there might be rare predictable features and arbitrage
opportunities, which could be exploited by a human or artificial trader. In partic-
ular, an artificial trader has the ability of processing continuously huge amounts
of data, analyzing cross-correlations between different stocks, observing micro-
trends across thousands of stocks in different markets, and can therefore take into
consideration many trading strategies in parallel, which is unfeasible for humans.
This is the fundamental reason for which computational finance has recently con-
quered a large slice of the trading market [1, 5].
In the following section we will present a machine learning predictor based on
support vector machines, which will drive the trading strategy of an automatic
agent, with the goal of making few transactions, but with high level of precision.

3 Trading strategy

Following the results obtained in our preliminary experiments, we designed an
SVM-based trader which merges two fundamental ideas: (1) the models used
at prediction time should be updated at least daily, because predictions quickly
degrade if keeping the models fixed; (2) the trader should buy only if the predictor
is somehow confident, which means that some parameters have to be designed in
order to score and guide the decisions.
A different SVM is trained for each different stock in our basket. A binary classi-
fication task is structured as follows: a feature vector describes the past time series
of the prices of a given stock at time t, and the goal is to predict whether the price
will have a certain gain in the forthcoming future. More precisely, a positive ex-
ample is given if the stock will have a percentage gain greater than K within ∆

minutes, being K and ∆ two tunable parameters. By training an SVM in these
conditions, it is possible to build a recall-precision curve on a validation set. Re-
call (R) — sometimes called True Positive Rate or Sensitivity — is defined as the
ratio between correctly identified positive examples and total number of positive
examples: R = T P

T P+FN , while precision (P) — sometimes called Positive Predic-
tive Value — is the ratio between correctly identified positive examples and total
number of examples predicted as positives: P = T P

T P+FP . By using different SVM
margins as the values for discriminating between positive and negative classes,
we obtain different values for recall and precision, which can be plotted to draw
a curve: we select a working point on this curve, such that precision is above a
certain threshold (chosen as P̂ = 90%) and the F0.5 value is as maximum as pos-
sible1. The idea is to use the SVM margin corresponding to this working point
on the RP curve as a triggering threshold τS for the positive class at prediction
time: more precisely, if at time t the classifier outputs a margin M > τS for stock
S, then the trader will buy S.

1In general, Fβ combines precision and recall measures in order to obtain a single compre-
hensive score function: Fβ = (1+β 2) P·R

β 2·P+R . Typically, F1 is employed, which corresponds to
the harmonic mean between recall and precison. The choice of β = 0.5 gives a higher weight to
the precision.



The feature vector is built as follows. Given the time series Xt = {xt−W ·A, ...,xt}
containing the last W ·A samples, we defined the vector of W features f1, . . . , fW ,
where feature f j is computed as:

f j =
x̂ j− x̂ j−1

x̂ j−1
(1)

where x̂ j are aggregations over A samples:

x̂ j =
xt− j·A + xt− j·A+1 + . . .+ xt− j·A+A

A
(2)

Variations expressed in percentage are preferable features than plain prices, as
they are independent from the absolute value of the stock. In our preliminary
experiments for the design of the classifier, we also tried logarithmic returns as
input features, but they headed to slightly worse performance.
Several parameters have to be tuned for each stock S during model selection: the
percentage gain predicted as positive class K (in our experiments, chosen as K =
0.1% for all stocks), the training set dimension T , the prediction horizon ∆ , the
aggregation time for input features A, the input window W , the SVM parameter
C which controls generalization. As a selling criterion, we employed a stoploss
s, one of the most common tools used by investors to exit the market and limit
losses. The idea is simple: when the price of a purchased stock drops below a
predefined threshold, the stock is sold. This stoploss threshold can be easily made
dynamic, if computed as a function of the highest price reached by the stock after
its purchase:

lastHighestPrice(t) = max(lastHighestPrice(t−1), price(t)) (3)

stoplossT hreshold(t) = lastHighestPrice(t) · (1− s) (4)

In our experiments, we use a stoploss value s = 0.005.
Finally, the trading strategy was designed so as to close all trading days without
any shares in the portfolio: 15 minutes before the market closes, all the remaining
stocks in the portfolio are automatically sold2.

4 Experimental evalutation

We evaluate our SVM-based trading strategy on several test periods between 2010
and 2011. The data set consists in the stock price series of 86 assets of NYSE,
from January 1st, 2010, to December 31th, 2011, with prices taken every 30 sec-
onds. We use Interactive Brokers3 as trading platform. The experiments were
conducted over 12 different test periods of 6 months, starting from July 1st, 2010
up to November 31st, 2011, shifting the semester by one month for each test pe-
riod (e.g., the first period runs from July 1st, 2010 to January 1st, 2011). In this
way, we will observe the behavior of the traders in different market scenarios,
which include both bull and bear periods.

2This typically corresponds to propitious trading operations, because as a matter of fact the
stoploss threshold had not yet ordered a sell operation.

3http://www.interactivebrokers.com



4.1 Competitors

In order to have an extensive experimental evaluation, we compared the perfor-
mance achieved by our SVM-based trader with several algorithms implementing
different baseline trading strategies.

Random trader (RT) The comparison with a random trader allows to measure
how much an intelligent strategy is better than a purely random and uninformed
one. Several different implementations of a random trader can be employed: in
our version, every day the trader randomly chooses a buy and a sell moment, in
the range from 30 minutes after the opening to 30 minutes before closing, always
performing the buying action first.

Random trader with stoploss (RST) This is a variant of RT, which uses a
stoploss s = 0.005 to decide when to sell.

Daily open-close trader (DOCT) By using this strategy, every day a trader
places a buy order 30 minutes after the opening and a sell order 30 minutes before
closing. This is a simple strategy, that gives a measure of how much the market
has grown in a day.

Buy and Hold trader (BHT) The Buy and Hold trading strategy offers a point
of view which is similar to that of the daily open-close trader, but on a larger time
horizon. The BHT buys at the beginning of the test period, holding the purchased
shares until the last day, when he sells just before the closing.

Technical analysis trader (TAT) A smarter trading strategy uses the combi-
nation of four classic technical analysis tools [2]: the Bollinger’s bands (BBs),
the Money flow index (MFI), the On balance volume index (OBV), and the Sto-
ploss policy (SL). The TAT buys a certain stock when the majority of its three
indicators votes for a purchase. The stoploss indicator is used to decide when to
sell.

4.2 Results

To evaluate the perfomance of each trading strategy, we consider the gain ob-
tained in each semester, including commissions fees as applied by Interactive
Brokers. The orders are assumed to be executed with no time lag. At each period
a portfolio of 10,000 USD is initialized.
In Table 1 we report for each test period the returns of each trade strategy, av-
eraged over all the examined stocks: the RT, RST, DOCT, BHT, TAT strategies
were in fact independently run for each stock, and their performance averaged
over the whole set of stocks, while our trader can decide which stock to buy. As
expected, the BHT, which keeps the position open for a whole semester, has good
returns in bull periods, and bad returns in bear periods: obviously, this strategy
is also influenced by inter-day price gaps. Like all the trading strategies which
maintain an amount of stocks for several months, its behavior is almost indepen-
dent of commission fees, and has the advantages and disadvantages of all long
investments. Anyhow, it should be remarked that the performance of BHT are ex-
tremely dependent on the stock which is chosen at the beginning of the strategy:



Semester DOCT BHT RT RST TAT SVMT
07/10 – 12/10 3.57 ± 13.37 29.94 ± 28.02 -4.34 ± 9.23 0.33 ± 9.42 1.52 ± 7.62 4.20
08/10 – 01/11 1.91 ± 13.80 20.40 ± 22.98 -3.26 ± 10.26 -2.57 ± 7.56 -0.12 ± 7.67 9.02
09/10 – 02/11 -0.83 ± 10.68 22.88 ± 21.94 -4.77 ± 8.75 -2.77 ± 8.27 -0.47 ± 7.90 6.19
10/10 – 03/11 -1.53 ± 10.82 13.61 ± 18.53 -5.88 ± 7.99 -4.14 ± 7.63 -0.11 ± 7.32 -2.30
11/10 – 04/11 -2.92 ± 10.49 12.06 ± 18.59 -4.65 ± 8.28 -4.17 ± 7.44 -0.15 ± 6.01 1.66
12/10 – 05/11 -5.27 ± 12.69 6.36 ± 19.69 -5.72 ± 7.95 -2.65 ± 7.43 -1.24 ± 6.55 0.03
01/11 – 06/11 -7.07 ± 13.83 -1.11 ± 20.48 -5.94 ± 8.37 -3.70 ± 6.60 -2.32 ± 6.66 -8.92
02/11 – 07/11 -8.16 ± 13.01 -5.30 ± 15.55 -6.60 ± 8.28 -4.96 ± 5.92 -3.13 ± 6.61 -4.47
03/11 – 08/11 -14.29 ± 14.12 -13.65 ± 17.70 -8.32 ± 10.35 -3.74 ± 6.56 -4.48 ± 8.01 -12.26
04/11 – 09/11 -18.59 ± 17.39 -23.46 ± 19.09 -8.61 ± 10.64 -6.21 ± 6.91 -6.59 ± 8.94 -9.26
05/11 – 10/11 -12.63 ± 19.29 -18.71 ± 16.70 -7.65 ± 12.21 -7.83 ± 6.69 -5.97 ± 8.79 0.23
06/11 – 11/11 -9.10 ± 19.49 -15.20 ± 18.19 -6.72 ± 12.67 -8.94 ± 7.39 -4.89 ± 9.48 -3.33

Table 1. Trading strategies comparison for 12 different test semesters between 2010 and 2011.
We report the percentage gain of each trader, starting at each period with a portfolio of 10,000
USD. The SVMT has no standard deviation, as it decides on which stocks it operates every day,
while for all the other competitors results are averaged on all the considered stocks: the very large
standard deviations indicate that all the other traders have very heterogeneous behaviors on the
different stocks.

this is confirmed by the very large standard deviations (results are averaged on
the set of stocks) in the first column of Table 1, which indicate that such a strategy
can bring very large gains as well as very large losses.
In the early (bull) semesters, there are considerable inter-day positive variations in
price, while in the last few (bear) semesters the price changes are mostly intraday:
for this reason, the DOCT earns much less then the BHT during bull periods,
while having similar behavior during bear periods. The TAT, which uses BBs,
MFI and OBV, performs generally better than a random trader and the DOCT, but
is a very conservative trader and does not seem to offer real gain opportunities.
The SVMT, on the other hand, presents encouraging results, especially containing
the losses during many bear periods. Further improvements can be applied to this
trader, including a smarter analysis of model parameters, with the aim of buying
stocks with high share values, so that commission fees have a lower impact on
the trading performance. Similarly, also information about volumes and volatility
should be included within the model. It should be remarked that, in our prelim-
inary experiments, a plain SVM trader which does not use the recall-precision
method for threshold selection headed to very poor results, with large losses in
all semesters.

5 Future works

The goal of this work was to compare our SVM-based trading technique with
common baselines and technical analysis strategies, which are typically employed
in computational finance. Future directions of research will include a more com-
plete experimental analysis, in order to compare the proposed approach also with
other machine learning algorithms, such as neural networks, decision trees and



classical time-series forecasting algorithms like SARIMA [10] or GARCH [3]. In
order to improve the performance of our trading strategy, we are currently investi-
gating techniques based on statistical relational learning, which might be used to
model interdependencies between different time series: this kind of approach has
been recently applied to other forecasting domains, like traffic forecasting [6]. Fi-
nally, the use of textual information obtained by several sources across the World
Wide Web might greatly improve the opportunities of the automatic trader, for
example to predict opening prices.

6 Conclusions
Computational finance has become nowadays a constantly evolving research area.
As the amount of data becoming available with the world wide web has enor-
mously grown in the last years, huge money streams are daily moved by comput-
ers all around the world. Machine learning and data mining have therefore found
in finance a challenging and profitable domain.
In this paper we presented an automatic trading strategy based on support vector
machines, which uses recall-precision curves in order to suggest a buying action
only when the confidence level of the trader is high. We compared our trader
on several test periods between 2010 and 2011, showing strongly encouraging
results with respect to classic baseline traders, even based on technical analysis.
Many future directions of research can be developed: relational learning tech-
niques can be used to capture relations among stocks; volumes and volatility
information can be added to our model; text mining techniques can be applied
in order to acquire knowledge from news, blogs and forums around the web, to
guide the choices of the trader.
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